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Abstract
We propose a generalization to the well-known problem of polyline simplification in two variants.
We are given, instead of a single polyline, a set of polylines possibly sharing some edges and
vertices. We show that this more general problem is NP-hard by a reduction from Max-2-SAT.
On the positive side, we show fixed-parameter tractability in the number of shared vertices.

1 Introduction

Visualization of geographical information is a task of high practical relevance, e.g., for the
creation of online maps. Such maps are most helpful if the information is neatly displayed
and can be grasped quickly and unambiguously. This means that the full data often needs to
be filtered and abstracted. Many important elements in maps like borders, streets, rivers, or
trajectories are displayed as polylines (also known as polygonal chains). For such a polyline, a
simplification is supposed to be as sparse as possible and as close to the original as necessary.
A simplified polyline is constructed by a subset of vertices of the original polyline such that
the (local) distance to the original polyline does not exceed a specifiable value according to a
given distance measure, e.g., the Hausdorff distance [4] or the Fréchet distance [1]. The first
such algorithm, which is still of high practical importance, was proposed by Ramer [7] and
by Douglas and Peucker [3]. Hershberger and Snoeyink [5] proposed an implementation of
this algorithm that runs in O(n logn) time, where n is the number of vertices in the polyline.
It is a heuristic algorithm as it does not guarantee optimality (or something close to it) in
terms of retained vertices. An optimal algorithm in this sense was first proposed by Imai
and Iri [6]. Chan and Chin [2] improved the running time of this algorithm to O(n2).

From a Single Polyline to a Bundle of Polylines

On a map, there are usually multiple polylines to display. Such polylines may share vertices
and edges sectionwise. For example, when considering (GPS) trajectories like car-routes,
different trajectories may partially share edges and vertices when cars have been on the same
roads. Another example is a schematic map of a public transport network. Bus lines are the
polylines and the vertices are the stations. In the city center, there are many different bus
lines at the same stations that fan out when going to the outer districts, where they possibly
share stations with further different bus lines. One might consider simplifying the polylines
of a bundle independently. This has some drawbacks, though. On the one hand, the total
complexity might even increase when the shared parts are simplified in many different ways.
On the other hand, it might suggest a misleading picture when we remove common edges
and vertices of some polylines, but not of all. The viewer might get the wrong impression
that the one route has taken some street or passed through some area and the other has
not, while in reality both took the same route in this place. E.g., if there is only one way to
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(a) initial bundle of polylines (b) simplified bundle of polylines

Figure 1 Example of a bundle of three polylines before and after the simplification.

(a) initial bundle with shortcuts (b) optimal for Min-Edges (c) optimal for Min-Vertices

Figure 2 Example of three polylines, where the goals Min-Edges and Min-Vertices differ.

pass through some point, then the simplifications of all polylines going through this point
should still share the corresponding vertex or edge if it is kept. Therefore, we require that a
vertex in a simplification of a bundle of polylines is either kept for all polylines containing it
or discarded in all polylines. In Figure 1, we give an example of a simplification of a bundle
of polylines. Natural minimization goals are to minimize either the total number of vertices
(Min-Vertices) or the total number of line segments, i.e., edges (Min-Edges). Both goals
generalize the previously described minimization problem for a single polyline. However,
they may differ from each other like in Figure 2. In this extended abstract, we focus on
Polyline-Bundle-Simplification with the goal Min-Edges to be formalized next. With
small adaptions, our results also hold for the goal Min-Vertices.

2 Problem Definition

In an instance of the problem Polyline-Bundle-Simplification with goal Min-Edges,
we are given a set V = {v1, . . . , vn} of n points in the plane, and a set L = {L1, . . . , L`}
of ` polygonal chains Li = (si, . . . , ti) represented as lists of vertices from V , as well as a
distance parameter ε referring to a distance measure d (e.g., Hausdorff distance). The goal is
to obtain a subset V ∗ ⊆ V of the points, such that for each Li its induced simplification Si,
which is Li ∩ V ∗ while preserving the order of vertices,

contains the start and the end vertex of Li, i.e., si, ti ∈ Si, and
has at most a distance of ε to Li, i.e., for each line segment (a, b) of Si and the
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Figure 3 The literal-gadget depicted in black with valid (invalid) shortcuts in green (red).

corresponding sub-polyline of Li from a to b, abbreviated by Li[a, . . . , b], we have
d((a, b), Li[a, · · · , b]) ≤ ε,

and the total number of edges induced by V ∗ is minimized. Here an edge (v, w) is induced
by V ∗ if there exists at least one polyline Li with Li[v, . . . , w] ∩ V ∗ = {v, w}. Note that we
do not count the edge multiple times if there are multiple such polylines.

3 NP-Hardness

The problem Polyline-Bundle-Simplification with goal Min-Edges is NP-hard even for
only two polylines (hence not FPT in ` unless P = NP). We show this by a reduction from
Max-2-SAT, which is known to be NP-complete. In this reduction, we model a given 2-SAT
formula by an instance of Polyline-Bundle-Simplification with goal Min-Edges using
two polylines. Our reduction uses three types of gadgets, which allow some shortcuts inside
the gadgets: literal-gadgets, variable-synchronization-gadgets, and clause-synchronization-
gadgets. We obtain the first polyline by connecting all literal-gadgets such that no new
shortcuts are possible. The second polyline is the connection of all variable-synchronization-
gadgets and all clause-synchronization-gadgets such that no new shortcuts are possible. Next,
we specify the three gadgets of our reduction.

Literal-Gadget. We model each literal of each clause by a literal-gadget. In Figure 3, a
literal-gadget for modeling a positive literal x is depicted. For negative literals, it is the same
but mirrored horizontally. It consists of five serially connected vertices (drawn in black).
Valid shortcuts are dashed in green, invalid shortcuts in red. The vertices a and e cannot be
skipped and the inner vertices b, c, and d are shared with the second polyline. There are
three mutually exclusive shortcuts: skipping b and c, skipping c, and skipping d. Skipping c
(together with or without b) or d is always possible and corresponds to the truth assignment
of this clause. Since the number of edges is minimized, the shortcut that skips b and c will
be chosen whenever possible (in compliance with the variable-synchronization-gadget, with
which c and d are shared, and the clause-synchronization-gadget, with which b is shared).
The interpretation is as follows: if c is skipped, x is set to true; if d is skipped, x is set to
false; if b is skipped, this literal satisfies its clause. So b is the “critical” vertex indicating
that a clause is satisfied. In a literal-gadget for a negative literal, b is between d and e, and
not between a and c. Clearly, all vertices lie on a grid point of a grid with square length ε.

Variable-Synchronization-Gadget. For each variable, we use a variable-synchroniza-
tion-gadget to enforce a consistent truth assignment for a variable xi. In Figure 4, a
variable-synchronization-gadget for synchronizing six literal-gadgets is depicted. Shortcuts
are depicted as dashed segments in the color of its polyline. The number of vertices in the
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(b) The combination of a variable-synchronization-gadget (black) and
literal-gadgets (orange). Only 2 of 6 literal-gadgets are drawn here.

Figure 4 The variable-synchronization-gadget.

section going zigzag corresponds to the number of occurrences of this variable—regardless
of positive or negative. Except for the two vertices on the top and the two vertices on the
bottom of the gadget, all vertices are shared with the literal gadgets—each two vertices
with the same y-coordinate are part of the same literal gadget (the vertices c and d in
Figure 3). There are only two shortcuts: skipping all shared left vertices and skipping all
shared right vertices. The interpretation is as follows: if we skip the left vertices and keep
the right vertices, xi is set to true and the other way round xi is set to false. An inconsistent
assignment is not possible: we cannot take both shortcuts, since we cannot skip both lower
vertices in a literal gadget. Taking none of these shortcuts would violate the minimality,
since consistently skipping the same lower vertex in the literal gadgets is always possible
(otherwise we cannot take any shortcut of the concerned literal-gadgets). Again, all vertices
lie on a grid point of a grid with square length ε.

Clause-Synchronization-Gadget. We use a clause-synchronization-gadget for each clause
with two literals. Its purpose is to reward satisfied clauses uniformly, i.e., it prohibits “double”
satisfied clauses from being rewarded better than “once” satisfied clauses. In Figure 5, a
clause-synchronization-gadget is depicted in black. It consists of four serially connected
vertices, which connect two literal-gadgets (gray color) that correspond to two literals of
the same clause. The inner vertices b1 and b2 are shared with the two b-vertices of these
literal-gadgets (compare with Figure 3). Valid shortcuts are dashed in green, invalid shortcuts
in red. There are two mutually exclusive shortcuts: skipping b1 and skipping b2. If one
of them is used, then the b-vertex of one literal-gadget is skipped. This is only possible
when the assigned truth value satisfies the corresponding literal, which in turn satisfies the
corresponding clause. We can say: for each satisfied clause, we get the reward of reducing the
total number of edges by two when we skip such a b-vertex (the one edge in the literal-gadget,
the other edge in the clause-synchronization-gadget), which we cannot remove otherwise.
Since there is no shortcut from s to t, it is not possible to skip both b-vertices corresponding
to the same clause and, therefore, also not possible to get a greater reward if both literals
of the same clause are set to true. Since we minimize the number of remaining edges, as
many clauses as possible are satisfied this way because if at least one of the corresponding
literal-gadgets is set true, we clearly can also skip the b-vertex of this literal-gadget. Hence,
only if none of the two b-vertices is skipped, the corresponding clause remains unsatisfied.
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Figure 5 The clause-synchronization-gadget.

We can construct this gadget such that its vertices are on grid points of a polynomial-size
grid with square length ε. The vertices b1 and b2 are already on the grid. Consider the grid
points l1, l2 to the left of them with distance ε. Our shortcuts s→ b2 and b1 → t will lie on
the lines defined by l1b2 and b1l2, respectively. Lengthen the line segments l1b2 and b1l2 at l1
and l2 by a factor of 2 (we use 1.5 in Figures 5 and 6 to keep it overseeable)—the endpoints
are the grid points that will be our s and t. Observe that the shortcut s→ t is always invalid
if we place all variable-synchronization-gadgets in a column above the other with sufficient
vertical spacing (constant in ε).

Complete Reduction

Given a Max-2-SAT instance, we can reduce it in polynomial time to a Polyline-Bundle-
Simplification instance with goal Min-Edges: set ε to 1 and create for each variable
a variable-synchronization-gadget with size equal to the number of occurrences of this
variable and place them one above the other onto an integer grid. This defines exact
positions for the literal-gadgets and then for the clause-synchronization-gadgets. Connect
all literal-gadgets (first polyline) and, separately, all variable-synchronization-gadgets and
clause-synchronization-gadgets (second polyline) in a shortcut-free way. This is possible on
a polynomial-size grid. From a solution minimizing the number of edges of this polyline
bundle simplification instance with two polylines, we can immediately obtain a solution of
the corresponding Max-2-SAT instance—the total number of removed b-vertices equals the
maximum number of satisfiable clauses. Thus, we conclude the following theorem:

I Theorem 3.1. Polyline-Bundle-Simplification with goal Min-Edges is NP-hard
even for two polylines. J

We give a small but full example to the presented reduction in Figure 6. We use the
2-SAT formula (x1 ∨ x2) ∧ (¬x1 ∨ x3) ∧ (¬x3). Note that the last clause (¬x3) consists of
only one literal and, therefore, does not have a clause-synchronization-gadget.
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(a) first polyline (connecting literal-gadgets)
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(b) second polyline (connecting both types of
synchronization-gadgets)

ε

¬x1 x1

¬x2 x2

¬x3 x3

(c) both polylines

Figure 6 Full example of our NP-hardness reduction: (x1 ∨ x2) ∧ (¬x1 ∨ x3) ∧ (¬x3)
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4 Fixed-Parameter Tractability

For both goals (Min-Edges or Min-Vertices) our problem is fixed-parameter tractable in
the number of shared vertices, that is, vertices contained in more than one polyline or multiple
times in the same polyline. We call the set of those vertices Vshared and let k := |Vshared|.

I Theorem 4.1. Polyline-Bundle-Simplification is fixed-parameter tractable in k.

Proof sketch. We sketch an algorithm that solves Polyline-Bundle-Simplification
in O(2k · `n3) time. The idea is to fix for each subset V ′ ⊆ Vshared the vertices in V ′ to be
contained in V ∗ and the vertices in Vshared \ V ′ to be excluded from V ∗. Then the optimal
simplification of the remaining parts, which are simple polylines, can be computed in the
classic way [6]. In the end, we take the best solution among all 2k subsets of Vshared. J

5 Conclusion

We have generalized the well-known problem of polyline simplification from a single polyline
to multiple interfering polylines. Unlike the special case of a single polyline, simplifying a
bundle of polylines turned out to be NP-hard. The problem is fixed-parameter tractable in
the number of shared vertices, but not in the number of polylines.

The NP-hardness result gives rise to the question of approximability. It can be shown that
the reduction from Max-2-SAT gives even APX -hardness. Therefore, it is an interesting
question if there is a constant-factor approximation algorithm for our problem.
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