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1 Introduction

Research in self-organizing programmable matter is becoming increasingly popular in many fields with potential for broad applications, for example, in nanomedicine. Imagine tiny particles locating and repairing small wounds in the human body, or capturing harmful cells and transporting them out of the body. In this context various problems such as shape formation [6, 15, 10, 12], coating [7, 1], and shape recognition [9] have recently been investigated under various theoretical models. Somewhat in between these lies the problem of shape sealing, where the goal is to isolate an object by enclosing it with a shell of particles.

In this paper we study the problem of sealing a 2D object under the amoebot model [5, 4], which models programmable matter as a collection of nanoscale agents (called particles) with limited computational capabilities that move on a grid and can locally exchange information in order to collectively achieve a given goal.

The Amoebot Model. In the amoebot model the underlying geometry is an infinite triangular lattice $G_\Delta = (V, E)$. Each particle occupies either a single node in $V$ (contracted particle) or a pair of adjacent nodes in $V$ (expanded particle). Particles move via a series of expansions and contractions: a contracted particle can expand into an unoccupied adjacent node, and contract into one of its nodes (see Fig. 1). Neighboring particles can coordinate their movements in a handover, which can occur when: a contracted particle $P$ “pushes” an expanded neighbor $Q$ by expanding into a node occupied by $Q$, forcing it to contract; or an expanded particle $Q$ “pulls” a contracted neighbor $P$ by contracting, forcing $P$ to expand into the node it is vacating. Handovers help maintain the connectivity of the particle system.

The particles are assumed to be anonymous, with no global coordinate system or compass. The only assumption is that the particles have a common chirality, which allows them to number the incident edges in clockwise order.

We assume the standard asynchronous model of distributed computing (see, e.g., [11]). A classical result under this model states that for any concurrent asynchronous execution of atomic actions, there exists a sequential ordering of actions producing the same end result, provided conflicts that arise in the concurrent execution are resolved. In the amoebot model, an atomic action corresponds to a single particle activation in which a particle can perform some computation involving its memory and the memories of its neighbors and at most one expansion or contraction. Conflicts involving concurrent memory writes or simultaneous particle expansions into the same unoccupied node are resolved arbitrarily such that at most one particle is writing into a given memory location or expanding into a given node at a time.

This is an extended abstract of a presentation given at EuroCG’19. It has been made public for the benefit of the community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
While in reality many particles may be active concurrently, when analyzing our algorithms it suffices to consider a sequence of activations where only one particle is active at a time. We assume the activation sequence is fair: any particle $P$ will be activated at some future time. An asynchronous round is complete once all particles have been activated at least once.

**Problem Description.** Shape sealing in two dimensions reduces to enclosing an object in a cycle. To optimize the number of particles needed to seal an object, we study the problem of particles forming a convex hull. The amoebot model limits the movement of the particles to three directions, thus we build a restricted-orientation hull, or an $\mathcal{O}$-hull, of a given object.

The notions of $\mathcal{O}$-convexity and an $\mathcal{O}$-hull were introduced by Rawlins [14] (see also [8]). Given a set of fixed orientations $\mathcal{O}$, a set is $\mathcal{O}$-convex if its intersection with any line with one of the orientations in $\mathcal{O}$ is connected. An $\mathcal{O}$-hull of a given set $S$ is defined as an intersection of all $\mathcal{O}$-convex sets containing $S$. Furthermore, a strong $\mathcal{O}$-hull of $S$ is an intersection of all half-planes bounded by lines with orientations in $\mathcal{O}$ and containing $S$. In our case $\mathcal{O}$ consists of three orientations of the axes of the triangular grid $G_\triangle$.

Let $S$ be a simply-connected subgraph of $G_\triangle$, and $\mathcal{P}$ be a connected system of initially contracted amoebot particles on $G_\triangle$ (non-overlapping with $S$). The shape sealing problem is to reconfigure $\mathcal{P}$ within $G_\triangle \setminus S$ so that every node of the $\mathcal{O}$-hull of $S$ is occupied by a contracted particle. Note that as the particles are not allowed to occupy the nodes of $S$, the hull that will be constructed by $\mathcal{P}$ will in fact be the offset-by-one $\mathcal{O}$-hull of $S$ (see Fig. 2 (left)). Nevertheless, to simplify the exposition, we will refer to it using the same term $\mathcal{O}$-hull. We further assume that $\mathcal{P}$ has enough particles to form an $\mathcal{O}$-hull, that it contains a unique leader particle$^1$ $\ell$ initially adjacent to $S$, and that $S$ does not contain any tunnels of width 1.

---

$^1$ Such a particle can be determined in $O(|\mathcal{P}|)$ asynchronous rounds with high probability using a slightly modified version of the leader election algorithm of [3].
A particle (black dot) estimates strong $O$-hull (black) after having traversed the dotted path from its starting point (black circle). Left: $d_h \geq 1$ for all $h \in H$, the next move does not push any half-plane. Middle: $d_{1,2} = 0$. Right: Half-plane $d_{1,2}$ has been pushed.

We present a fully distributed, local algorithm for the shape sealing problem that runs in $O(B + H)$ asynchronous rounds, where $B$ is the perimeter of $S$, and $H$ is the perimeter of the $O$-hull of $S$. We present the algorithm in three parts: we first describe how a single particle with unbounded memory can find the strong $O$-hull using a simple geometric observation. The main difficulty of our result lies in emulating the single-particle algorithm with a system of bounded-memory particles. The final part, converting the strong $O$-hull into the $O$-hull, is rather straightforward: all particles at the convex vertices that are not adjacent to $S$ can move inside thus “deflating” the strong $O$-hull towards the $O$-hull; after additional $O(H)$ asynchronous rounds the $O$-hull is achieved. In the rest of this extended abstract we present the first two parts of the algorithm. Due to space constraints, we omit the proofs of the theorems, which can be found in the full version of this paper [2].

## 2 Single Particle Algorithm

Consider a single particle $P$ with unbounded memory. Let $P$ be initially placed somewhere adjacent to $S$. The main idea of this algorithm is to let $P$ traverse the boundary of $S$ clockwise, while internally maintaining a representation of the strong $O$-hull. The strong $O$-hull can be represented with six half-planes $H = \{h_0,1, h_{1,2}, \ldots, h_{5,0}\}$, which $P$ can label clockwise (in Fig. 2 (right)). Particle $P$ computes the locations of these half-planes by maintaining six counters $D = \{d_h : h \in H\}$, where $d_h$ holds the distance from $P$ to the line supporting $h$. If one of these counters is 0, $P$ is on the current estimate of the strong $O$-hull.

Counters initially are set to 0. As $P$ moves, it always stays parallel to two half-planes; their counters do not get updated. For two other half-planes $P$ gets further away; their counters get incremented. For each of the remaining two half-planes, $P$ either moves closer to it (if its counter was $> 0$) or steps outside of the half-plane (if the counter was = 0). In the former case the counter gets decremented, in the latter case the counter does not get updated which corresponds to a half-plane getting “pushed”. Refer to Fig. 3 for an example.

Finally, $P$ needs to detect when it has computed the strong $O$-hull. To do so, it stores six terminating bits $\{b_h : h \in H\}$, where $b_h = 1$ if $P$ has visited the line supporting half-plane $h$ since it last pushed any half-plane, and $b_h = 0$ otherwise. Whenever $P$ moves without pushing a half-plane, for each $h$ with $d_h = 0$ it sets $b_h$ to 1. Otherwise, when $P$ pushes a half-plane, it sets $b_h$ to 0 for all $h$. If after a move all six terminating bits are 1, $P$ contracts and terminates.
Theorem 2.1. The single-particle algorithm terminates after $O(B)$ asynchronous rounds with particle $P$ holding the correct representation of the strong $O$-hull in the six counters $D$.

3 The Strong $O$-hull Algorithm

Next we show how a system of $n$ particles each with only constant-size memory can emulate the single-particle algorithm. The leader particle $\ell$ of $P$ is primarily responsible for emulating the particle with unbounded memory in the single-particle algorithm. To do so, it utilizes the other particles in the system as distributed memory. More precisely, as $\ell$ moves, it will create a chain of particles behind it that will be used to store the distances $d_h$ from $\ell$ to the lines supporting half-planes $h$ as binary counters. Once these measurements are complete, $\ell$ uses them to lead the other particles in forming the $O$-hull.

A Binary Counter of Particles. We build upon an increment-only binary counter under the amoebot model [13]. Suppose that the participating particles are organized as a simple chain with the leader at its front. Each particle $P$ has a bit value $P.bit$, that can be empty if $P$ is not part of the counter. A final token $f$ is held by a particle marking the end of the counter. Then the counter value is represented by the bits of the particles from $\ell$ (holding the least significant bit) up to the particle holding the token $f$.

The leader $\ell$ initiates counter operations, and the rest of the particles carry these operations out. To increment (decrement) the counter, the leader $\ell$ generates an increment token $c^+$ (decrement token $c^-$). The tokens are consumed or passed along the chain (as a carry bit) while updating the bits of the particles accordingly until they are consumed. To test whether the counter is 0, the leader checks the status of its follower counter particle $P_1$. If $P_1$ is holding a decrement token $c^-$ and $P_1.bit = 1$, $\ell$ cannot conclusively test whether the counter’s value is 0. Otherwise, the counter value is 0 if and only if $\ell.bit = 0$, $P_1$ is holding the final token $f$, and $P_1$ is not holding an increment token $c^+$.

The proof of the following theorem is rather involved, we omit it due to space constraints.

Theorem 3.1. Given any fair asynchronous activation sequence of the particles, and any nonnegative sequence of $m$ operations, the distributed binary counter correctly processes all operations in $O(m)$ asynchronous rounds.

3.1 Estimating the Strong $O$-Hull

We now combine the movement rules of the single-particle algorithm with our distributed, multi-particle binary counter to enable the leader to compute the strong $O$-hull of $S$.

First, using the spanning tree primitive (see, e.g., [7]), a spanning tree is constructed on the particle system rooted at the leader $\ell$. Each activated particle $P$, if it has a neighbor $Q$ already in the tree, becomes a follower and sets $P.parent$ to $Q$. Note that the leader can immediately begin estimating the strong $O$-hull without waiting for the entire tree to form.

The first few followers of $\ell$ form a counter chain and store six counters $d_h$ in a distributed fashion. Imitating the single-particle algorithm, $\ell$ performs a clockwise traversal of the boundary of $S$ using the right-hand rule, updating its counters along the way. It terminates once it has moved in all six directions without pushing a half-plane, which it detects using its six terminating bits $b_h$. In the multi-particle setting, we need to carefully consider both how $\ell$ interacts with its followers as it moves and how it updates its counters.
Rules for Distributed Counters. The increment and decrement tokens are handled as described above. However, as at the beginning the particles form a tree, and not a simple path, we enforce that the counters are only extended along followers on the object’s boundary.

As there may be role-swaps of the leader ℓ (described below), to maintain connectivity of the counters we modify them to store two bits per particle. Then if a role-swap occurs, the counter bits will need to be shifted towards the leader to keep all the bits of the particles closest to ℓ “full”. This can be easily achieved by passing the bit value when a counter particle P detects that there is a bit value missing in the memory of its parent P.parent.

Rules for Leader Computation and Movement. First suppose ℓ is contracted. If all its terminating bits \( b_h = 1 \), then ℓ has computed the strong \( O \)-hull. Else, if the zero-test operation is unavailable on any of the counters, ℓ skips its turn; otherwise, ℓ will attempt to expand into the node \( v \) along the boundary of \( S \). If \( v \) is unoccupied, or is occupied by an expanded particle, ℓ calculates the updated distances \( D \), generates the corresponding increment/decrement tokens and expands into \( v \). If \( v \) is occupied by a contracted particle \( P \), ℓ will have to initiate a role-swap with \( P \), such that \( P \) becomes the new leader and ℓ becomes its follower (the second particle in the counter). This is allowed only if ℓ has its both bit values full, or if it is holding a final token \( f_h \). In the former case ℓ passes the value only of one least significant bit to \( P \) (this is where the two bits are used to maintain the connectivity), and in the latter case ℓ passes a bit (if it exists) and the final token to \( P \). It also updates its terminating bits \( b_h \) for all \( h \in H \).

Finally, if ℓ is expanded, let \( P \) be its follower child emulating bits of the counters. Then if \( P \) is contracted, ℓ pulls \( P \) in a handover.

Rules for Follower Movement. For any follower \( P \), if it is expanded and has no children in the spanning tree nor any non-tree neighbor, then it simply contracts. If \( P \) is contracted and is following the tail of its expanded parent \( Q = P \. parent \), then \( P \) pushes \( Q \) in a handover. Similarly, if \( P \) is expanded and has a contracted child \( Q \), \( P \) pulls \( Q \) in a handover. However, we do not allow handovers that may disconnect the counters (see Fig. 4).

Once the counters contain an accurate representation of the strong \( O \)-hull, the leader ℓ can simply lead the particle system in tracing it out by traversing the strong \( O \)-hull in clockwise order. While moving along the strong \( O \)-hull, ℓ uses its distributed counters to detect when it reaches a vertex of the strong \( O \)-hull, at which point it turns 60° to follow the next half-plane, and so on. The movement rules for the leader and the followers in this
phase are very similar to those of the previous phase. With some careful analysis we can show the following theorem.

**Theorem 3.2.** The presented algorithm solves the strong $O$-hull formation problem for an object $S$ in $O(B + H)$ asynchronous rounds in the worst case.
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